## Solvability in a polarized calculus
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#### Abstract

We investigate the existence of operational characterizations of solvability, i.e. reductions that are normalizing exactly on solvable terms, in calculi with mixed evaluation order (i.e. call-by-name and call-by-value) and pattern-matches. We start by introducing focused call-by-name and call-by-value $\lambda$-calculi isomorphic to the intuitionistic fragments of call-by-value and call-by-name $\bar{\lambda} \mu \tilde{\mu}$, relating them to $\lambda$-calculi in which solvability has been operationally characterized, and operationally characterizing solvability in them. We then merge both calculi into a polarized one, explain its relation to the previous calculi, describe how the presence of clashes (i.e. pattern-matching failures) affects solvability, and show how the operational characterization can be adapted the a dynamically typed / bi-typed variant of the calculus that eliminates clashes.
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## Introduction

The $\lambda$-calculus is a well-known abstraction used to study programming languages. It has two main evaluation strategies: call-by-name (CBN) evaluates subprograms only when they are observed / used, while call-by-value (CBV) evaluates subprograms when they are constructed. Each strategy has its own advantage: CBN ensures that no unnecessary computations are done, while CBV ensures that no computations are duplicated. Somewhat surprisingly, the study of CBV turned out to be more involved than that of CBN, for example requiring computation monads $[18,19]$ to build models. Some properties of CBN given by Barendregt in 1984 [6] have yet to be adapted to CBV. Levy's call-by-push-value (CBPV) [16, 17] decomposes Moggi's computation monad as an adjunction, subsumes both CBV and CBN and sheds some light on the interactions and differences of both strategies.

Another direction the $\lambda$-calculus has evolved in is the computational interpretation of classical logic, with the continuation-passing style translation and Parigot's $\lambda \mu$-calculus [23]. This eventually led to Curien and Herbelin's $\bar{\lambda} \mu \tilde{\mu}$-calculus [10]. An interesting property of $\bar{\lambda} \mu \tilde{\mu}$ is that it resembles both the $\lambda$-calculus and the Krivine abstract machine [15], allowing to speak of both the equational theory and the operational semantics. It also sheds more light on the relationship between CBN and CBV: the full calculus is not confluent because of the Lafont critical pair [12], which, when restricted to the intuitionistic fragment becomes

$$
U[T / x] \triangleleft \underline{\operatorname{let} x=T \text { in } U} \triangleright \operatorname{let} x=\underline{T} \text { in } U
$$

where the underlined subterm is the one that the machine is currently trying to evaluate. This is exactly the distinction between CBN (where we substitute $T$ for $x$ immediately), and CBV (where we want to evaluate $T$ before substituting it, and hence move the focus to $T$ ). Since CBV is syntactically dual to CBN in $\bar{\lambda} \mu \tilde{\mu}$, the additional difficulty in the study of CBV can be understood as coming from the restriction to the intuitionistic fragment.

Surprisingly, those two lines of work (CBPV and $\bar{\lambda} \mu \tilde{\mu})$ lead to very similar calculi, and both can be combined into Curien, Fiore, and Munch-Maccagnoni's polarized sequent calculus $\mathrm{LJ}_{p}^{\eta}$ [9], an intuitionistic variant of (a syntax for) Danos, Joinet and Schellinx's $\mathrm{LK}_{p}^{\eta}$ [11]. The main difference between (the abstract machine of) CBPV and $\mathrm{LJ}_{p}^{\eta}$ is the same as that of the Krivine abstract machine and the CBN fragment of $\bar{\lambda} \mu \tilde{\mu}$ : Subcomputations are
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also represented by subcommands / subconfigurations, so that the "abstract machine style" evaluation is no longer restricted to the top-level. The difference between $\bar{\lambda} \mu \tilde{\mu}$ and $\mathrm{LJ}_{p}^{\eta}$ is that instead of begin restricted to a single evaluation strategy (which is necessary in $\bar{\lambda} \mu \tilde{\mu}$ to preserve confluence), both are available, and commands are annotated by a polarity + (for CBV) or - (for CBN) to denote the current evaluation strategy, which removes the Lafont critical pair. The type system also changes from classical logic to intuitionistic logic with explicitly-polarised connectives.

In this article, we introduce an alternative concrete syntax for the untyped but wellpolarized intuitionistic fragment of $\mathrm{LJ} J_{p}^{\eta}$. This new syntax, $\lambda_{\mathrm{p}}$, is more or less a normal $\lambda$-calculus where focus is represented by underlinement. This allows us to widen the audience of this paper by not requiring knowledge of $\bar{\lambda} \mu \tilde{\mu}$.

## Solvability

In this article, we use $\lambda_{\mathrm{p}}$ to study one of the basic blocks of the theory of the $\lambda$-calculus: solvability. A term is solvable if there is some way to "use" it that leads to a "result". Solvability plays a central role in the study of the $\lambda$-calculus because while it could be tempting to consider $\lambda$-terms without a normal form as meaningless, doing so leads to an inconsistent theory. Quoting from [3] (itself quoting from [25]):
[...] only those terms without normal forms which are in fact unsolvable can be regarded as being "undefined" (or better now: "totally undefined"); by contrast, all other terms without normal forms are at least partially defined. Essentially the reason is that unsolvability is preserved by application and composition [...] which [...] is not true in general for the property of failing to have a normal form.

One of the nice properties of the CBN $\lambda$-calculus is that solvability can be operationally characterized: There exists a decidable restriction of the reduction (the head reduction) that is normalizing exactly on solvable terms. This operational characterization is one of the first steps in the study of Böhm trees and observational equivalence. The operational characterization has been extended to CBV [21, 3].

In this article, we replay the proof of [3] in $\lambda_{\mathrm{n}}^{\text {pure }}$ and $\lambda_{\mathrm{v}}^{\text {pure }}$, the pure call-by-name and call-by-value fragments of $\lambda_{\mathrm{p}}^{\text {pure }}$, and then generalize it to $\lambda_{\mathrm{p}}^{\mathcal{P} \mathcal{N}}$, the dynamically typed / bi-typed variant of $\lambda_{\mathrm{p}}^{\text {pure }}$.

## Goals

The goals of this article are:

- To give an alternative concrete syntax $\lambda_{\mathrm{p}}$ for the well-polarized intuitionistic fragment of $\mathrm{LJ}_{p}^{\eta}$, that remains readable without any knowledge of $\bar{\lambda} \mu \tilde{\mu}$;
- To convince the reader of the usefulness of $\lambda_{\mathrm{p}}$ to study solvability and associated notions, and perhaps get some readers to read this draft ${ }^{1}$ that relates $\lambda_{\mathrm{p}}$ (in its abstract-machinelike syntax) to CBN and CBV $\lambda$-calculi and CBPV;
- To pave the way for the study of Böhm tree and observational equivalence in $\lambda_{\mathrm{p}}$, introducing and motivating several notions that will be useful for that purpose;
- To summarize the structure of the proof of operational characterization given in [3].
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## Outline

In Section 1, we recall a few standard definitions, and give a generic theorem that will be used for all proofs of operational characterizations of solvability. In Section 2, we introduce call-by-name and call-by-value focused calculi, and prove that they have an operational characterization of solvability. In Section 3, introduce a polarized focused calculus, and discuss the effect of the presence of clashes on solvability, modify the calculus to remove clashes, and finally operationally characterize solvability in it.

## Conventions and notations

In this article, we will describe several calculi, and will use the same conventions for all of them.

## Calculi

We write $T[V / x]$ for the capture-avoiding substitution of the free occurrences of $x$ by $V$ in $T$. We also use contexts $\mathbb{K}$, i.e. expressions (terms, values, ...) with a hole $\square$. We write $\mathbb{K} T$ for the result of plugging $T$ in $\mathbb{E}$, i.e. the result of the non-capture-avoiding substitution of the unique occurrence of $\square$ by $T$ in $\mathbb{R}$. Similar constructions in different calculi will be differentiated by adding a symbol: $N$ or n for call-by-name, $V$ or v for call-by-value, p for polarized (or + and - when the polarized calculus contains two variants).

## Reductions

We use three reductions: The top-level reduction $>$ is used to factor the definitions of the two other reductions. The operational reduction $\triangleright$ is the one that defines the operational semantics of the calculus, and can be defined as the closure or the top-level reduction $>$ under a chosen set of contexts, called evaluation contexts and denoted by 包. For all the calculi in this paper, the operational reduction $\triangleright$ is deterministic (i.e. $T^{1} \triangleleft T \triangleright T^{2}$ implies $T^{1}=T^{2}$ ). The strong reduction $\rightarrow$ defines the (oriented) equational theory, and is defined as the closure of the top-level reduction $>$ under all contexts (i.e. it can reduce anywhere).

We write $\rightsquigarrow$ for an arbitrary reduction (i.e. an arbitrary binary relation whose domain and codomain are equal). Given a reduction $\rightsquigarrow$, we write $\rightsquigarrow^{+}$for its transitive closure and $\rightsquigarrow^{*}$ for its reflexive transitive closure. We say that $T \rightsquigarrow-$ reduces to $T^{\prime}$, written $T \rightsquigarrow T^{\prime}$, when $\left(T, T^{\prime}\right) \in \rightsquigarrow$. Relations will sometimes be used as predicate in which case the second argument is to be understood as existentially quantified (e.g. $T \rightsquigarrow$ means that there exists $T^{\prime}$ such that $T \rightsquigarrow T^{\prime}$ ) unless the relation is striked in which case it should be understood as universally quantified (e.g. $T><$ means that for all $T^{\prime}, T><T^{\prime}$, in other words there exists no $T^{\prime}$ such that $T \rightsquigarrow T^{\prime}$ ). We will say that $T$ is $\rightsquigarrow$-reducible if $T \rightsquigarrow$ and $\rightsquigarrow$-normal otherwise. We will say that $T^{\prime}$ is a $\rightsquigarrow-$ normal form of $T$ if $T \rightsquigarrow^{*} T^{\prime}>$, and that $T$ has an $\rightsquigarrow$-normal form if such a $T^{\prime}$ exists. If $\rightsquigarrow$ is deterministic, we will say that $T \rightsquigarrow$-converges if it has a normal form, and that it diverges otherwise.

## 1 Solvability

In this section, we recall a few standard definitions in the pure call-by-name $\lambda$-calculus, we which we will call $\lambda_{N}^{\text {pure }}: T_{N}, U_{N}, V_{N}, W_{N}::=x^{N}\left|\lambda x^{N} . T_{N}\right| T_{N} U_{N}$. We added $N$ (for call-by-name) subscripts / superscripts everywhere to differentiate it from other calculi that will be introduced. Note that we use $V_{N}$ and $W_{N}$ to denote arbitrary terms. As
is often done, we write $T_{N} V_{N} W_{N}$ for $\left(T_{N} V_{N}\right) W_{N}$. We use several types of contexts (i.e. terms with a hole $\square)$ : stacks / weak-head contexts $\mathbb{S}_{N}::=\square V_{N}^{1} \ldots V_{N}^{k}$, head contexts $\mathbb{B H}_{N}::=$ $\left(\lambda x_{1}{ }^{N} \ldots . \lambda x_{k}{ }^{N} . \square\right) V_{N}^{1} \ldots V_{N}^{l}$, ahead context $\mathbb{A}_{N}::=\square\left|\mathbb{A}_{N} V_{N}\right| \lambda x^{N} . \mathbb{A}_{N}$ and (strong) contexts $\mathbb{K}_{N}::=\square\left|\lambda x^{N} . \mathbb{R}_{N}\right| \mathbb{T}_{N} U_{N} \mid T_{N} \mathbb{U}_{N}$. We write $>$ for the top-level $\beta$-reduction $\left(\lambda x^{\mathrm{n}} \cdot T_{N}\right) U_{N}>T_{N}\left[U_{N} / x^{N}\right]$. To each type of context, we associate a reduction which is the closure of $>$ under those contexts: The operational / weak-head reduction is $\triangleright$, the head reduction $\cdot \rightarrow$ hd , the ahead reduction $\cdots$ and the strong reduction $\rightarrow$. We write $I_{N}$ for $\lambda x^{N} \cdot x^{N}, \delta_{N}$ for $\lambda x^{N} \cdot x^{N} x^{N}$ and $\Omega_{N}$ for $\delta_{N} \delta_{N}$. We use the following definition of solvability, which is easily shown equivalent to the usual one $\lambda_{N}^{\text {pure }}$ (which can be found, e.g. in [4]):

- Definition 1. A term $T_{N}$ is said to be solvable when there exists a variable $x^{N}$, a substitution $\sigma_{N}$ and a stack $\mathbb{S}_{N}$ such that $\mathbb{S}_{N} T_{N}\left[\sigma_{N}\right] \rightarrow^{*} x^{N}$.

A nice property of solvability in the call-by-name $\lambda$-calculus is that it can be operationally characterized:

- Definition 2. A reduction $\rightsquigarrow$ is said to operationally characterize a set $X$ of terms when it is deterministic and the set of weakly $\rightsquigarrow-n o r m a l i z i n g ~ t e r m s ~ i s ~ X . ~$

A reduction $\rightsquigarrow$ is said to operationally characterize solvability when it operationally characterizes the set of solvable terms.

One of the properties that proofs of this property often involve is sometimes called uniform normalization [14], but we prefer to call it uniqueness of termination behavior ${ }^{2}$ :

- Definition 3 (Uniqueness of termination behavior). A reduction $\rightsquigarrow$ is said to have uniqueness of termination behavior (UTB) when weakly $\rightsquigarrow$-normalizing implies strongly $\rightsquigarrow-$ normalizing.

To better understand solvability proofs, it is useful to generalize solvability to an arbitrary reduction $\rightsquigarrow$, with solvability being $\rightarrow$-solvability:

- Definition 4. $A$ term $T_{N}$ is said to be $\rightsquigarrow$-solvable when there exists a variable $x^{N}$, a substitution $\sigma_{N}$ and a stack $\mathbb{S}_{N}$ such that $\mathbb{S}_{N} T_{N}\left[\sigma_{N}\right] \rightsquigarrow^{*} x^{N}$.

With this definition in mind, a careful reading of [4], combined with a few obvious generalizations and slight reformulations, yields the following properties and theorem (where $\cdot \rightarrow$ corresponds to their stratified weak reduction $\rightarrow_{\text {sw }}$ :
$\rightarrow$ Proposition 5. For any reductions $\cdot \rightarrow$ and $\rightarrow$, if (FactAhead) any reduction $T \rightarrow T^{\prime}$ can be factorized as $T \cdots \mapsto^{*}-\cdot>^{*} T^{\prime}$ (where $-\cdots>\rightarrow \backslash \cdots \rightarrow$ ), (RedToIAhead) $T \rightarrow$ I implies $T \mapsto \rightarrow$, and (InclAhead) $\rightarrow \mapsto^{*} \subseteq \rightarrow^{*}$, then (EqSolAhead) $\cdot \rightarrow-$ solvability and $\rightarrow-$ solvability coincide.
$\rightarrow$ Proposition 6. For any reduction $\cdot \rightarrow$, if (NFSol) $\cdot \rightarrow-$ normal terms are solvable, (Disubst) $\cdots \rightarrow$ is stable under substitution and stacks (i.e. if $T \cdots T^{\prime}$ then $T[\sigma] \cdots T^{\prime}[\sigma]$ and $\mathbb{S} T \cdots \rightarrow \mathbb{S} T^{\prime}$ ), and (UTB) $\cdot \rightarrow$ has uniqueness of termination behavior, then (OpCharSelf) $\cdot \rightarrow \rightarrow$ operationally characterizes $\cdot \cdot \rightarrow$-solvability.

Combining both properties above, one gets the following theorem:
$\rightarrow$ Theorem 7. For any reductions $\cdot \rightarrow$ and $\rightarrow$, if (FactAhead), (RedTo VarAhead), (InclAhead), (NFSol), (Disubst), and (UTB) then (OpChar) $\cdot \rightarrow$ operationally characterizes solvability.

[^1]The main difficulties when trying to apply this theorem are finding the right $\cdot \rightarrow$, proving (FactAhead) and proving (NFSol). Proving (UTB) is sometimes also non-trivial. The proof of (FactAhead) became unmanageable for some of the calculi we considered, and we therefore generalize Proposition 5 as follows:
$\rightarrow$ Proposition 8. For any reductions $\triangleright, \cdot \rightarrow$ and $\rightarrow$, if (Fact) any reduction $T \rightarrow \rightarrow^{*} T^{\prime}$ can be factorized as $T \triangleright^{*} \rightarrow^{*} T^{\prime}($ where $\rightarrow=\rightarrow \backslash \triangleright)$, (RedToVar) $T \rightarrow x$ implies $T \triangleright x$, and (Incl) $\triangleright \subseteq \cdot \rightarrow \mapsto^{*} \subseteq \rightarrow^{*}$, then (EqSol) $\triangleright$-solvability, $\cdot \rightarrow$-solvability and $\rightarrow$-solvability coincide .

The proof is basically unchanged. Note that replacing all occurrences of $\triangleright$ by $\cdot \rightarrow$ (and $x$ by $I$ ) in Proposition 8 yields Proposition 5, so that Proposition 8 is indeed a generalization of Proposition 5. Combining this with Proposition 6 yields:
$\rightarrow$ Theorem 9. For any reductions $\triangleright$, $\cdot \rightarrow$ and $\rightarrow$, if (Fact), (RedToVar), (Incl), (NFSol), (Disubst), and (UTB) then (OpChar) $\rightarrow \rightarrow$ operationally characterizes solvability.

Our experience is that when moving to more larger calculi, $\cdot \rightarrow$ get very complicated very fast $^{3}$, while $\triangleright$ remains relatively simple. Replacing the assumption (FactAhead) by (Fact) is therefore a huge gain. Another very useful advantage of using Proposition 8 is that the proof of (OpChar) can now be split into two relatively independent parts: (EqSol) is mostly independent of the choice of $\cdot \rightarrow$ with the only assumption on it being (Incl) $\triangleright \subseteq \cdot \rightarrow \triangleright^{*} \subseteq \rightarrow^{*}$; while (OpCharSelf) only mentions $\cdot \rightarrow$. This means that one can prove (EqSol) as soon as the calculus is defined, and then search for the right $\cdot \rightarrow$ without having to worry about breaking (FactAhead). We recommend looking at Figure 9 and Figure 10 in the appendix, as they should elucidate the structure of the proof of theorem 9 .

In the call-by-name $\lambda$-calculus, it is well-known [5] that the head reduction $\cdot \mapsto_{\text {hd }}$ operationally characterizes solvability. Instead of using $\cdot \rightarrow \triangleright_{\text {hd }}$, we prefer using the ahead reduction ..$\rightarrow$ which also characterizes solvability. The main advantage of $\cdot . \rightarrow$ is that the corresponding contexts are stable under composition (i.e. the composition $\mathbb{A}_{1} \mathbb{A}_{2}$ of two ahead contexts is always an ahead context, which is not true for head contexts), and its main drawback is that it is not deterministic. This leads to proofs using $\cdot \rightarrow$ instead of $\cdot \rightarrow \mapsto_{\text {hd }}$ being easier to adapt to other calculi (because they do not rely on determinism, and compositionality becomes paramount when the calculus grows in size).

- Theorem 10. In $\lambda_{N}^{\text {pure }}$, the ahead reduction $\cdot \rightarrow$ operationally characterizes solvability.

Proof. We use theorem 9. Among its assumptions: (Subst) and (Fact) are well-known properties; and (Disubst), (RedToVar) and (Incl) are trivial to prove.

- The proof of (UTB) relies on the diamond property: (DP) If $T^{l} \triangleleft-. . T \cdot \rightarrow T^{r}$ then either $T^{l}=T^{r}$ or $T^{l} \cdots \rightarrow T \triangleleft-. \cdot T^{r}$. It is well-known that (DP) implies (UTB).
- The standard proof of (DP) is done as follows: If $T^{l} \triangleleft T \triangleright T^{r}$ then $T^{l}=T^{r}$ by determinism of $\triangleright$. If $T^{l} \triangleleft T \cdots \rightarrow T^{r}$ then $T^{l} \cdot \rightarrow T \triangleleft T^{r}$ by case analysis on the reduction $T^{l} \triangleleft T$ and (Disubst). The general case is then by induction on the derivation of both reductions $T^{l} \triangleleft-. \cdot T \cdots T^{r}$ until one of the two reductions is an $\triangleright$ reduction or it becomes apparent that the two reductions are applied to disjoint subterms.
- The standard proof of (NFSol), i.e. that $\cdot \rightarrow-$ normal terms are solvable, is as follows. It is easy to prove that $\cdot \rightarrow$-normal terms $T$ are of the shape $\lambda x_{1}{ }^{N} \ldots . x_{k}{ }^{N} . y^{N} V_{N}^{1} \ldots V_{N}^{l}$. Define $\mathrm{o}^{l}=\lambda z_{1}{ }^{N} \ldots \lambda z_{l}{ }^{N}, z_{l+1}$ where $z_{l+1}$ is a free variable. The idea is to substitute $y$

[^2](a) Syntax

Values / terms

$$
\begin{aligned}
V_{n}, W_{n}, T_{n}, U_{n} & ::= \\
& x^{\mathrm{n}} \mid C_{\sim \mathrm{n}} \\
& \mid \lambda x^{\mathrm{n}} . C_{\sim \mathrm{n}}
\end{aligned}
$$

Commands

$$
\begin{aligned}
C_{\sim \mathrm{n}} & ::= \\
& \underline{\underline{T_{n}} V_{n}^{1} \ldots V_{n}^{k}} \\
& \underline{\text { let } x^{\mathrm{n}}=T_{n}} \text { in } C_{\sim \mathrm{n}}
\end{aligned}
$$

(b) Stacks and evaluation contexts

$$
\begin{aligned}
& \text { Stacks } \\
& \qquad \mathbb{S}_{\mathrm{n}}::=\square_{n} V_{n}^{1} \ldots V_{n}^{k}
\end{aligned}
$$

Evaluation contexts

$$
\begin{aligned}
\mathbb{E}_{\mathrm{n}}::= & \square_{n} V_{n}^{1} \ldots V_{n}^{k} \\
& \mid \\
& \text { let } x^{\mathrm{n}}=\square_{n} \text { in } C_{\sim \mathrm{n}}
\end{aligned}
$$

(c) Definition of defer $\left(\mathbb{S}_{n}, C_{\sim n}\right)$

$$
\begin{gathered}
\operatorname{defer}\left(\square_{n} V_{n}^{1} \ldots V_{n}^{k}, \text { let } x^{\mathrm{n}}=T_{n} \text { in } C_{\sim \mathrm{n}}\right)=\text { let } x^{\mathrm{n}}=\underline{T_{n}} \text { in defer }\left(\square_{n} V_{n}^{1} \ldots V_{n}^{k}, C_{\sim \mathrm{n}}\right) \\
\operatorname{defer}\left(\square_{n} \overline{\left.V_{n}^{1} \ldots V_{n}^{k}, \underline{\underline{T_{n}} W_{n}^{1} \ldots W_{n}^{l}}\right)=\underline{\underline{T_{n} W_{n}^{1} \ldots W_{n}^{l} V_{n}^{1} \ldots V_{n}^{k}}}} .\right.
\end{gathered}
$$

(d) Operational reduction
(e) Strong reduction

Figure 1 The pure focused call-by-name $\lambda$-calculus $\vec{n}_{\vec{n}}$
by $\mathrm{o}^{l}$ so that the arguments $V_{N}^{1}, \ldots, V_{N}^{l}$ are discarded and we get the $z_{l+1}$. There are two subcases depending on whether $y$ is equal to one of the or is free in $T$. In the first case, $y=x_{j}$ for some $j$, and the stack $\mathbb{S}_{N}=\square W_{N}^{1} \ldots W_{N}^{k}$ with $W_{N}^{j}=o^{l}$ allows to conclude: $\mathbb{S}_{N} T_{N} \triangleright^{*} z_{l+1}$. In the second case, $y$ is free in $T$, in which case the stack $\mathbb{S}_{N}=\square W_{N}^{1} \ldots W_{N}^{k}$ and the substitution $\sigma_{N}=y^{N} \mapsto \mathrm{o}^{l}$ allow to conclude: $\mathbb{S}_{N} T_{N}\left[\sigma_{N}\right] \triangleright^{*} z_{l+1}$.

## 2 Solvability in focused calculi

### 2.1 The pure focused call-by-name $\lambda$-calculus: $\underbrace{\vec{~}}_{\vec{n}}$

### 2.1.1 Syntax

We now introduce the pure focused call-by-name $\lambda$-calculus, which we call $\lambda_{\mathrm{n}}^{\text {pure }}$. It is an alternative concrete syntax for the intuitionistic call-by-name fragment of $\bar{\lambda} \mu \tilde{\mu}$. For the pure call-by-name case, using $\lambda_{\mathrm{n}}^{\text {pure }}$ is overkill and the usual call-by-name $\lambda$-calculus $\lambda_{N}^{\text {pure }}$ would be enough. We nevertheless use $\lambda_{\mathrm{n}}^{\text {pure }}$ to familiarize the reader with focused calculi, because they will helpful for the call-by-value case, and very helpful for the polarized case. There are two kinds of objects in the syntax given in Figure 1a: Terms and commands. If one ignores $\dot{-}, \dot{-}$, and the distinction between terms and commands, one gets the usual syntax. Note that any command $C_{\sim n}$ can be seen as a term, and that any term $T_{n}$ can be seen as a command $T_{n}$ (which is $T_{n} V_{n}^{1} \ldots V_{n}^{k}$ with $k=0$ ). The distinction between a command and a term is that commands are what we reduce while a term is what we substitute for a variable ${ }^{4}$. Commands are similar to those in abstract machines, where $\langle T \mid \mathbb{K}\rangle$ represents the term $\mathbb{R} T$ where the machine is currently focused on the subterm $T$. Here, we write $\mathbb{R} T$ for $\langle T \mid \mathbb{R}\rangle$,

[^3]i.e. $\perp$ represents the $\langle$ and $\rangle$, and $\doteq$ represents the $\mid$. Just like in abstract machines, the reductions are thought of as interaction between a term and a context, i.e. we do not have $\langle(\lambda x . T) U \mid \square\rangle \triangleright\langle T[U / x] \mid \square\rangle$ but $\langle(\lambda x . T) \mid \square U\rangle \triangleright\langle T[U / x] \mid \square U\rangle$. In our syntax, this means not having $\left(\lambda x^{\mathrm{n}} . C_{\sim \mathrm{n}}\right) U_{n} \triangleright C_{\sim \mathrm{n}}[U / x]$ but instead having $\left(\lambda x^{\mathrm{n}} . C_{\sim n}\right) U_{n} \triangleright C_{\sim \mathrm{n}}[U / x]$.

Some contexts will be particularly useful and are therefore given names. Evaluation context $\Phi_{\mathrm{n}}$ are contexts that can be combined with terms to form commands. More precisely, all commands are of the shape $\mathbb{\Phi}_{n} T_{n}$, and given any evaluation context $\mathbb{\Phi}_{\mathrm{n}}$ and term $T_{n}, \mathbb{\Phi}_{n} T_{n}$ is a command. A stack $\mathbb{S}_{\mathrm{n}}$ is an evaluation context that "can be moved", in much the same way as a value is a term that "can be moved" in the call-by-value $\lambda$-calculus. Given a stack $\mathbb{S}_{\mathrm{n}}$ and a command $C_{\sim \mathrm{n}}$, defer $\left(\mathbb{S}_{\mathrm{n}}, C_{\sim \mathrm{n}}\right)$ can be though of as a smart way of plugging $C_{\sim \mathrm{n}}$ into $\mathbb{S}_{n}$. The resulting term will have the same meaning $C_{\sim n} \mathbb{S}_{n}$ but may not be strictly equal to it. The idea is to push the stack so that it appears as late as possible in the computation, but before it is needed. For example in defer $\left(\square_{n} V_{n}\right.$, let $x^{\mathrm{n}}=\underline{T}_{n}$ in $\left.\lambda y^{\mathrm{n}} \cdot y^{\mathrm{n}}\right)$, we could simply plug the command in the stacks and get ( let $\left.x^{\mathrm{n}}=\underline{T n}^{\text {in } \lambda y^{\mathrm{n}} \cdot y^{\mathrm{n}}}\right) V_{n}$, but the $V_{n}$ is not needed by the let so there is no point in keeping it here, and we might as well move it further into the computation, which leads to let $x^{\mathrm{n}}=T_{n}$ in $\lambda y^{\mathrm{n}} \cdot y^{\mathrm{n}} V_{n}$. This is very much related to commutative cuts ${ }^{5}$. Note that moving the stack in such a way makes the $\lambda y^{\mathrm{n}} \cdot y^{\mathrm{n}} V_{n}$ redex apparent, while simply plugging would have lead to this redex being unavailable until the let expression is reduced. In the call-by-name case, this makes the calculus more complex than needed, but in the call-by-value case where some sort of commutative cuts (or other extension) are needed to fully evaluate open terms [2], this will prove very helpful.

An alternative description of the syntax, closer to $\bar{\lambda} \mu \tilde{\mu}$ and more suited for proofs can be found in Figure ??. More information on how $\lambda_{\mathrm{n}}^{\text {pure }}$ is related to $\bar{\lambda} \mu \tilde{\mu}$ can be found in this draft ${ }^{6}$, and should help understand why defer $\left(\mathbb{S}_{\mathrm{n}}, C_{\sim n}\right)$ is defined this way (which is that the intuitionistic fragment of $\bar{\lambda} \mu \tilde{\mu}$ has a stack variables $\star$, that defer $\left(\mathbb{S}_{n}, C_{\sim n}\right)$ corresponds to $\left.C_{\sim n}\left[\mathbb{S}_{n} / \star\right]\right)$.

From this point on, all numbered definitions, lemmas, propositions and theorems should by default be understood are holding for all subsequent calculi. Proofs will be adapted as needed, and properties that do not hold for all calculi will state explicitly in which calculi they hold. The following lemmas are easily proven by induction:

Lemma 11. The operational reduction $\triangleright$ is disubstitutive: If $C \triangleright C^{\prime}$ then for any disubstitution $\varphi, C[\varphi] \triangleright C^{\prime}[\varphi]$.

Lemma 12. The strong reduction $\rightarrow$ is disubstitutive: If $C \rightarrow C^{\prime}$ then for any disubstitution $\varphi, C[\varphi] \rightarrow C^{\prime}[\varphi]$.

Lemma 13. The operational reduction $\triangleright$ is deterministic: If $C^{l} \triangleleft C \triangleright C^{r}$ then $C^{l}=C^{r}$.

### 2.1.2 Solvability

Since we will often use a substitution $\sigma$ and a stack $\mathbb{S}$ at the same time, we give this kind of pair a name.

[^4]

Figure 2 The ahead reduction $\cdot \rightarrow$ in $\underbrace{\lambda_{n}^{\text {pure }}}_{n}$

- Definition 14. A disubstitution is a pair $(\sigma, \mathbb{S})$ consisting of a substitution $\sigma$ and as stack $\mathfrak{S}$.

Given a disubstitution $\varphi=(\sigma, \mathbb{S})$, we will write $C[\varphi]$ for defer $(\mathbb{S}, C[\sigma])$.

- Definition 15. A disubstitution $\varphi$ is said to solve a command $C$, written $\varphi \vDash C$, when there exists a variable $x$ such that $C[\varphi] \triangleright^{*} x$. A command $C$ is said to be solvable, written $\exists \vDash C$, when there exists a disubstitution $\varphi$ that solves it. A term $T$ is said to be solvable

$\rightarrow$ Lemma 16. (Fact) A sequence of strong reductions $C \rightarrow{ }^{*} C^{\prime}$ can be factorized as $C \triangleright^{*} \rightarrow{ }^{*} C^{\prime}$ (where $\rightarrow \rightarrow \backslash \triangleright$ ).

Proving factorization $\rightarrow^{*} \subseteq \rightsquigarrow^{*}(\rightarrow \backslash \rightsquigarrow)^{*}$ for an arbitrary reduction $\rightsquigarrow \subseteq \rightarrow$ is highly nontrivial. What makes this factorization easy to prove is that, if we use a well-chosen concrete syntax, the redex that $\triangleright$ reduces is always above all other redexes. Indeed, if we use the abstract-machine-like syntax $\langle T|$ 岛 $\rangle$, then $\triangleright$ is exactly the top-level reduction. In this syntax, we could use a generic theorem for higher-order rewrite systems proven by Bruggink in [7]:

- Theorem 17 (Theorem 5.5.1 (Standardization Theorem) of [7]). In any local higher-order rewrite system, for every finite reduction, there exists a unique, permutation equivalent, standard reduction. This standard reduction is the same for permutation equivalent reductions.

If we chose to reduce $\beta$-redexes to let-redexes instead of directly substituting, i.e. $\xlongequal[\underline{\lambda x^{\mathrm{n}}} . C_{\sim n} V_{n} W_{n}^{1} \ldots W_{n}^{k}]{\square}$ defer $\left(\square_{n} V_{n}^{1} \ldots V_{n}^{k}\right.$, let $x^{\mathrm{n}}=T_{n}$ in $\left.C_{\leadsto n}\right)$, which does not change the calculus much, then [1] would most likely apply. Since we refrained both from using the abstract-machine-like syntax (to make the article more accessible), and from decomposing the $\triangleright_{\rightarrow}$ reduction ${ }^{7}$, we need to prove factorization by hand. It is nevertheless easily provable using the parallel reduction (see [13, 24]). By Proposition 8, we therefore get the following (because (RedToVar) is trivial, and (Incl) will be once $\cdots$ is defined in Figure 2):
$\rightarrow$ Proposition 18. $A$ command $C$ is solvable if and only if it is $\cdots \rightarrow$-solvable.

### 2.1.3 Operational characterization of solvability

The ahead reduction $\cdot \rightarrow$ is defined in Figure 2. Note that (Incl), i.e. $\triangleright \subseteq \cdots \rightarrow \subseteq \rightarrow$, holds. We now prove the assumptions of theorem ??.
$\rightarrow$ Lemma 19. The ahead reduction is disubstitutive: For any disubstitution $\varphi, C \cdots \rightarrow C^{\prime}$ implies $C[\varphi] \rightarrow C^{\prime}[\varphi]$.

- Lemma 20. In $\underbrace{\lambda_{n}^{\text {pure }}}_{n}$, the ahead reduction has the diamond property.

[^5]The standard argument for proving that $\cdot \cdot \rightarrow$-normal forms are solvable in call-by-name is simply to look at the normal form and immediately deduce a disubstitution that solves it. This would be possible here, but we use a more "small-step" approach that will be easier to generalize.

- Lemma 21. In $\lambda_{n}^{\text {pure }}, \cdots \rightarrow$-normal forms are solvable.

Proof. Define $\left|C_{\sim n}\right|_{\text {con }}$ (resp. $\left|C_{\sim n}\right|_{\text {des }}$ ) to be the number of applications (resp. abstractions) in $C_{\sim n}$. We show that if $C_{\sim n} \cdots$, then there exists a disubstitution $\varphi_{n}$ such that $C_{\sim n}\left[\varphi_{n}\right] \triangleright$ $C_{\sim n}{ }^{\prime} \cdots$ such that $\left(\left|C_{\sim n}\right|_{\text {con }},\left|C_{\sim n}\right|_{\text {des }}\right)>_{\text {lex }}\left(\left|C_{\sim n}{ }^{\prime}\right|_{\text {con }},\left|C_{\sim n}\right|_{\text {des }}\right)$ (i.e. either $\left|C_{\sim n}\right|_{\text {con }}>$ $\left|C_{\sim n}{ }^{\prime}\right|_{\text {con }}$ or $\left|C_{\sim n}\right|_{\text {con }}=\left|C_{\sim n}{ }^{\prime}\right|_{\text {con }}$ and $\left.\left|C_{\sim n}\right|_{\text {des }}>\left|C_{\sim n}\right|_{\text {des }}\right)$ by case analysis on the shape of $C_{\sim \mathrm{n}}=\Phi_{\mathrm{n}} \bar{T}_{n}$. If $C_{\sim \mathrm{n}}=\lambda \underline{x^{\mathrm{n}} . C_{\sim \mathrm{n}}^{2}}$ then $\varphi_{n}=\left(\mathrm{Id}, \square y^{\mathrm{n}}\right)$ works. If $C_{\sim \mathrm{n}}=\mathbb{S}_{\mathrm{n}} x^{\mathrm{n}} V_{n}$ then $\varphi_{n}=\left(x^{\mathrm{n}} \stackrel{\underline{\mapsto \_^{\mathrm{n}}}}{y^{\mathrm{n}}}, \square\right)$ works.

By iterating this property, we get $C_{\sim n}\left[\varphi_{n}\right] \triangleright C_{\leadsto n}{ }^{\prime}, C_{\leadsto n}{ }^{\prime}\left[\varphi_{n}^{\prime}\right] \triangleright C_{\sim \mathrm{n}}{ }^{\prime \prime}$ and so on. Since $\left(\left|C_{\sim n}\right|_{\text {con }},\left|C_{\sim n}\right|_{\text {des }}\right)$ strictly decreases and the lexicographical ordering is well-founded, this sequence is necessarily finite. We can therefore take $\psi_{n}=\cdots \circ \varphi_{n}^{\prime} \circ \varphi_{n}$, and by lemma 11, we get $C_{\sim n}\left[\psi_{n}\right] \triangleright^{*} C_{\sim n}{ }^{\star}$ where $C_{\sim n}{ }^{\star} \cdots \vee$ and $\left(\left|C_{\sim n}{ }^{\star}\right|_{\text {con }},\left|C_{\sim n}{ }^{\star}\right|_{\text {des }}\right)=(0,0)$. The command $C_{\sim n}{ }^{\star}$ is therefore a variable $\underline{y}^{\mathrm{n}}$ and we are done.

- Theorem 22. In $\underbrace{\lambda_{n}^{\text {pure }}}_{n}, \cdots \rightarrow$ operationally characterizes solvability.


### 2.2 The pure focused call-by-value $\lambda$-calculus: $\lambda_{\mathbf{v}}$

The syntax is the same except that let $x^{v}=\square_{v} V_{v}^{1} \ldots V_{v}^{k}$ in $C_{\sim v}$ is now a stack, and $C_{\sim v}$ is no longer a value. Defer is extended by defer (let $x^{v}=\square_{v} V_{v}^{1} \ldots V_{v}^{k}$ in $C_{\leadsto v}, \underline{T_{n} W_{v}^{1} \ldots W_{v}^{l}}$ ) = let $x^{v}=T_{n} W_{v}^{1} \ldots W_{v}^{l} V_{v}^{1} \ldots V_{v}^{k}$ in $C_{\sim v}$ and defer $\left(\operatorname{let} x^{v}=\square_{v} V_{v}^{1} \ldots V_{v}^{k}\right.$ in $C_{\sim v}$, let $x^{\mathrm{n}}=\underline{T}_{n} W_{v}^{1} \ldots W_{v}^{l}$ in $\left.C_{\sim \mathrm{n}}\right)=$ let $x^{\mathrm{n}}=T_{n} W_{v}^{1} \ldots W_{v}^{l}$ in defer $\left(\right.$ let $x^{v}=\square_{v} V_{v}^{1} \ldots V_{v}^{k}$ in $\left.C_{\sim v}, C_{\sim \mathrm{n}}\right)$. Reductions $\triangleright$ and $\rightarrow$ are restricted as usual, i.e. if some term is going to be substituted, then it has to be a value. The ahead reduction is extended by an additional rule:

The commutations rules are handled by the $\triangleright_{\mu}$ reduction. All the lemma are proved using the same techniques except (NFSol), which changes slightly because we have to generalize $C_{\leadsto \mathrm{n}}\left[\varphi_{n}\right] \triangleright C_{\leadsto \mathrm{n}}^{\prime} \cdots$ to $C_{\leadsto v}\left[\varphi_{v}\right] \triangleright \mapsto^{*} C_{\leadsto v}^{\prime} \cdots \kappa$. Indeed, the disubstitution $\varphi_{v}=\left(x^{\vee} \mapsto\right.$ $\left.\lambda_{-}{ }^{\vee} \cdot \underline{\underline{y^{v}}}, \square\right)$ maybe unblock several redexes, for example in $C_{\sim v}=$ let $y^{v}=x^{v} V_{v}$ in let $z^{v}=$ $x^{v} W_{v}$ in $I$.

- Theorem 23. In $\underbrace{\lambda_{v}^{\text {pure }}}_{v}, \cdots \rightarrow$ operationally characterizes solvability.


## 3 Pure polarized solvability

### 3.1 Calculus

### 3.1.1 Definition and properties

We not introduce a pure focused $\lambda$-calculus that subsumes both call-by-name and call-byvalue. Just like the pure call-by-name and call-by-value focused calculi described earlier, it is another syntax for the intuitionistic fragment of an abstract-machine-like calculus: $\mathrm{LJ}_{\mathrm{p}}^{\eta}[8]$
or $\mathrm{L}_{\mathrm{int}}$ of［20］．Those calculi avoid the Lafont critical pair［12］$C^{2}\left[C^{1} / x\right] \triangleleft \operatorname{let} x=C^{1}$ in $C^{2} \triangleright$ defer（let $x=\square$ in $C^{2}, C^{1}$ ）by adding polarities：+ and - ．The - polarity corresponds to call－by－name and only allows the reduction $C_{\leadsto--}^{2}\left[C_{\leadsto--}^{1} / x\right] \triangleleft$ let $x^{-}=C_{\leadsto--}^{1}$ in $C_{\leadsto--}^{2}$ ，while the + polarity corresponds to call－by－value and only allows the right reduction let $x^{+}=C_{\sim+}{ }^{1}$ in $C_{\sim+}{ }^{2} \triangleright$ defer（let $x^{+}=\square_{+}$in $\left.C_{\sim++}^{2}, C_{\sim+}{ }^{1}\right)$ ．This ensures that $\triangleright$ remains deterministic．

The previously－mentionned calculi were build to study well－typed terms in a classical（i．e． not intuitionistic）setting，and are therefore not perfectly suited for the study of intuitionistic untyped computations．We therefore slightly modify them．We start by taking well－polarized terms，i．e．well－typed terms for the type system where all judgements $T: A_{\varepsilon}$ are replaced by $T: \varepsilon$ ．We then restrict to the intuitionistic fragment．Finally，we notice that the set of well－polarized terms is context－free ${ }^{8}$ ，i．e．there exists a context－free grammar that generates them，and therefore that they can be taken as syntax．The resulting syntax can be found in Figure 4a．We will motivate the restriction to well－polarized terms later．

In this calculus，positive values $V_{+}$can be though of as being results，negative term $T_{-}$and negative－returning commands $C_{\sim-}$ as being computations that will evaluate only if their result is needed，and positive terms $T_{+}$and positive－returning commands $C_{\sim+}$ as computations that will evaluate immediately if given the change．Shifts，which allows both polarities to interact，are described in Figure 3．In order to remember the


Figure 3 Shifts domain and codomain of each shift，one can notice that both shifts inject terms of one polarity into values of the other polarity，and that the freeze ${ }^{\mathrm{p}}$ shift goes from positive to negative just like with temperatures．The first shift，freeze ${ }^{\mathrm{P}}\left(C_{\sim+}\right)$ ， represents a frozen／delayed computation．It is very commonly used in call－by－value programming languages to simulate call－by－name：freeze ${ }^{\mathrm{p}}\left(C_{\sim+}\right)$ can be though of as being $\lambda() \cdot T_{+}$，and unfreeze ${ }^{\mathrm{p}}\left(V_{-}\right)$as being $V_{-}()$（where（）is the unique inhabitant of the unit type）．This amounts to representing a delayed computation of type $A$ as a term of type unit $\rightarrow A$ ．The second shift，box ${ }^{\mathrm{p}}\left(T_{-}\right)$，represents the term $T_{-}$＂marked＂as being a result．The corresponding match forces evaluation to a result．By＂marking＂values and forcing evaluation to＂marked＂terms before substituting，one can simulate call－by－value in call－by－name．This is somewhat dual to the first shift：freeze ${ }^{\mathrm{p}}\left(T_{+}\right)$stops evaluation and unfreeze ${ }^{\mathrm{p}}\left(V_{-}\right)$resumes it，while match ${ }^{\sim \varepsilon} T_{+}$with $\left[\operatorname{box}^{\mathrm{p}}\left(x^{-}\right) . C_{\sim \varepsilon}\right]$ forces evaluation until it is stopped by a box ${ }^{\mathrm{p}}\left(T_{-}\right)$． Through the lens of abstract machines，where a term and a context interact，the shift from $T_{+}$to freeze ${ }^{\mathrm{p}}\left(T_{+}\right)$can be though of as giving more power to the context that can now decide when to evaluate $T_{+}$，while the shift from let $x^{+}=T_{+}$in $C_{\sim \varepsilon}$ to match ${ }^{\sim \varepsilon} T_{+}$with［box ${ }^{\mathrm{p}}\left(x^{-}\right) \cdot C_{\sim \varepsilon}$ ］ can be though of a giving more power to the term that can now decide to return before fully evaluating by boxing the remaining computation．For a detailed description of the relationship between call－by－name，call－by－value，shift，and call－by－push－value，we refer the reader to this draft ${ }^{9}$ ．

An evaluation context is annotated by two polarities，e．g．整～的作，where the first one $\varepsilon_{1}$ is the polarity of the input，i．e．of the hole $\square_{\varepsilon_{1}}$ ，and the second $\varepsilon_{2}$ is the polarity of the output，i．e．of $\Phi_{\varepsilon_{1} \sim \varepsilon_{2}} T T_{\varepsilon_{1}}$ ．The fact that $\Phi_{\varepsilon_{1} \sim \varepsilon_{2}} T_{\varepsilon_{1}}$ is always a command $C_{\sim \varepsilon_{2}}$ is not immediately obvious and needs to be proven．In fact，all commands are of this shape．This should not be surprising since we built this calculus as an alternative concrete syntax of an

[^6](a) Syntax

Positive values

$$
\begin{array}{rll}
V_{+}, W_{+} & ::= & x^{+} \\
& & \mid \\
& \operatorname{box}^{\mathrm{p}}\left(V_{-}\right)
\end{array}
$$

+-returning command with a stack

$$
\begin{aligned}
D_{\sim+}::= & T_{+} \mid \text {let }_{\sim+}^{\sim+} x^{+}=T_{+} \text {in } C_{\sim+} \\
& \text { match }{ }^{\sim+} T_{+} \text {with }\left[\operatorname{box}^{\mathrm{p}}\left(x^{-}\right) \cdot C_{\sim+}\right] \\
& \text { | } \text { unfreeze }^{\stackrel{\mathrm{p}}{ }\left(D_{\sim+}\right)}
\end{aligned}
$$

+ -returning command

$$
C_{\sim+}::=D_{\sim+} \mid \operatorname{let}^{\sim+} x^{-}=\underline{t}_{-} \text {in } C_{\sim+}
$$

--returning command with a stack

$$
\begin{aligned}
D_{\sim-} & ::=\frac{T_{-}}{} \\
& \| D_{\sim-} V_{+}
\end{aligned}
$$

$$
\text { | } \text { let }^{\sim+} x^{+}=T_{+} \text {in } C_{\sim-}
$$

$$
\text { match } \underbrace{\sim-}{ }^{T_{+}} \text {with }\left[\operatorname{box}^{\mathrm{p}}\left(x^{+}\right) \cdot C_{\sim-}\right]
$$

--returning command

$$
C_{\sim-}::=C_{\sim-} \mid \operatorname{let}^{\sim-} x^{-}=\underline{T}_{-} \text {in } C_{\sim-}
$$

(b) Stacks and evaluation contexts
+-returning positive stacks / evaluation contexts

$$
\begin{aligned}
& \mathbb{S}_{+\sim+} \mathbb{D}_{+\sim+}::=\quad \square_{+} \mid \text {let }^{\sim+} x^{+}=\square_{+} \text {in } C_{\sim+} \\
& \text { | match }{ }^{\sim+} \square_{+} \text {with }\left[\operatorname{box}^{\mathrm{p}}\left(x^{+}\right) \cdot C_{\sim+}\right]
\end{aligned}
$$

--returning positive stacks

--returning positive evaluation context

$$
\mathbb{S}_{-\sim-} \quad:=\quad \mathbb{S}_{\sim \sim-} \mid \text { let }^{\sim-} x^{-}=\square_{-} \text {in } C_{\sim-}
$$

(c) Alternative description of commands

$$
\begin{aligned}
& D_{\sim+}::=\mathbb{S}_{+\cdots+} T_{+}\left|\mathbb{S}_{-\cdots+} T_{\sim} \quad D_{\sim-}:=\mathbb{S}_{+\cdots-} T_{+}\right| \mathbb{S}_{-\cdots-} T_{-}
\end{aligned}
$$

$$
\begin{aligned}
& \operatorname{defer}\left(\mathbb{S}_{\varepsilon_{2}}, \underline{\mathbb{S}_{\varepsilon_{1} \sim \varepsilon_{2}}^{\prime} C_{\sim \varepsilon_{1}}}\right)=\operatorname{defer}\left(\mathbb{S}_{\varepsilon_{2}}, \mathbb{S}_{\varepsilon_{1} \sim \varepsilon_{2}}^{\prime}\right) C_{\sim \varepsilon_{1}} \\
& \operatorname{defer}\left(\mathbb{S}_{\varepsilon_{2}}, \text { let }{ }^{\sim \varepsilon_{2}} x^{\varepsilon_{1}}=\square_{\varepsilon_{1}} \text { in } C_{\sim \varepsilon_{2}}\right)=\operatorname{let}^{\sim \varepsilon_{2}} x^{\varepsilon_{1}}=\square_{\varepsilon_{1}} \text { indefer }\left(\mathbb{S}_{\varepsilon_{2}}, C_{\sim \varepsilon_{2}}\right) \\
& \operatorname{defer}\left(\mathbb{S}_{\varepsilon}, \text { match }^{\sim \varepsilon} \square_{+} \text {with }\left[\operatorname{box}^{\mathrm{P}}\left(x^{-}\right) \cdot C_{\sim \varepsilon}\right]\right)=\operatorname{match}^{\sim \varepsilon} \square_{+} \text {with }\left[\operatorname{box}^{\mathrm{P}}\left(x^{-}\right) \cdot \operatorname{defer}\left(\mathbb{S}_{\varepsilon}, C_{\sim \varepsilon}\right)\right] \\
& \operatorname{defer}\left(\mathbb{S}_{\varepsilon}, \mathbb{S}_{-\cdots \varepsilon} \square_{-} V_{+}\right)=\operatorname{defer}\left(\mathbb{S}_{\varepsilon}, \mathbb{S}_{-\sim \varepsilon}\right) \square_{-} V_{+} \\
& \text {defer } \left.\left(\mathbb{S}_{\varepsilon}, \mathbb{S}_{+\sim \varepsilon} \text { unfreeze }{ }^{\mathrm{p}}\left(\square_{+}\right)\right]\right)=\operatorname{defer}\left(\mathbb{S}_{\varepsilon}, \mathbb{S}_{+\sim \varepsilon}\right) \text { unfreeze }{ }^{\mathrm{p}}\left(\square_{+}\right)
\end{aligned}
$$

(d) Operational reduction

$$
\begin{aligned}
& \text { let }^{\sim \varepsilon_{1}} x^{\varepsilon_{2}}=V_{\varepsilon_{2}} \frac{\mathbb{S}_{\varepsilon}, C_{\sim \varepsilon}}{\text { in } C_{\sim \varepsilon_{1}}} \quad \triangleright_{\mu} \quad \begin{array}{ll}
\operatorname{defer}\left(\mathbb{S}_{\varepsilon}, C_{\sim \varepsilon}\right) \\
\triangleright_{\bar{\mu}} & C_{\sim \varepsilon_{1}}\left[V_{\varepsilon_{2}} / x^{\varepsilon_{2}}\right]
\end{array} \\
& \text { match } \underbrace{\sim \varepsilon} \text { box }^{\mathrm{p}}\left(V_{-}\right) \text {with }\left[\operatorname{box}^{\mathrm{p}}\left(x^{-}\right) \cdot C_{\sim \varepsilon}\right] \quad \triangleright_{\Downarrow} \quad C_{\sim+}\left[V_{-} / x^{-}\right] \\
& \mathbb{S}_{-} \lambda_{x^{+} . C_{\sim-} V_{+}} \triangleright_{\rightarrow} \operatorname{defer}\left(\mathbb{S}_{-}, C_{\sim-}\left[V_{+} / x^{+}\right]\right) \\
& \mathbb{S}_{+} \text {unfreeze }{ }^{\mathrm{p}}\left(\text { freeze }^{\mathrm{p}}\left(C_{\sim+}\right)\right) \quad \triangleright_{\Uparrow} \quad \text { defer }\left(\mathbb{S}_{+}, C_{\sim+}\right)
\end{aligned}
$$

(e) Notations

Figure 4 The pure focused polarized $\lambda$-calculus $\underbrace{\lambda_{p}^{\text {pure }}}$

$$
\begin{aligned}
& ? x^{N} ? \quad=\quad x^{-} \\
& ? \lambda x^{N} \cdot T_{N} ?=\lambda y^{+} \cdot \text { match }^{\sim-} y^{+} \text {with }\left[\operatorname{box}^{\mathrm{p}}\left(x^{-}\right), ? \underline{\underline{T_{N}} ?}\right] \\
& ? T_{N} U_{N} ?=T_{N} \operatorname{box}^{\mathrm{p}}\left(U_{N}\right) \\
& ? x^{V} ?_{\mathrm{val}}=\quad x^{-} \\
& ? \lambda x^{V} \cdot T_{N} ?_{\text {val }}=\lambda y^{+} \cdot \text { match }^{\sim-} y^{+} \text {with }[\operatorname{box}^{\mathrm{p}}\left(x^{-}\right) \cdot \text { unbox }^{\mathrm{p}}(\operatorname{unfreeze}^{\mathrm{p}}(\underbrace{}_{N} ?))] \\
& ? V_{V} ?_{\text {term }} \quad=\quad \text { freeze }^{\mathrm{p}}\left(\text { box }^{\mathrm{p}}\left(? V_{V} ?_{\text {val }}\right)\right) \\
& ? T_{V} U_{V} ? \quad=\quad \underline{\text { unbox }^{\mathrm{p}}\left(\text { unfreeze }^{\mathrm{p}}\left(? \bar{T}_{V} ?_{\text {term }}\right)\right) \text { box }^{\mathrm{p}}\left(? T_{N} ?_{\text {term }}\right)}
\end{aligned}
$$

Figure 5 Encoding call-by-name and call-by-value into $\underline{\lambda}_{p}$
abstract-machine-like calculus where commands of the shape $\left\langle T_{\varepsilon_{1}} \mid \mathbb{C}_{\varepsilon_{1} \sim \varepsilon_{2}}\right\rangle$ are represented by $\mathbb{E}_{\varepsilon_{1} \sim \varepsilon_{2}} / \overline{T_{\varepsilon_{1}}}$, and this property simply states that our alternative syntax is indeed equivalent. We use this decomposition very often in proofs.
 $C_{\sim \varepsilon_{2}}$, and any command $C_{\sim \varepsilon_{2}}$ has a unique decomposition of the shape $\Omega_{\varepsilon_{1} \sim \varepsilon_{2}} T_{\varepsilon_{1}}$.

### 3.1.2 Encoding call-by-name and call-by-value

Translations from the call-by-name and call-by-value $\lambda$-calculus are described in Figure 5. The encoding of call-by-name corresponds to decomposing the implication call-by-name function space $A \Rightarrow_{N} B$ as $!A \Rightarrow_{p} B$. We therefore unbox the argument given to the function, and box the argument in the application. The encoding of call-by-value is more tricky. There is another encoding that sends call-by-value terms to positive terms (which should correspond to decomposing $A \Rightarrow_{V} B$ as $!\left(A \Rightarrow_{p} B\right)$ ), but it fails to preserve unsolvability so we use a more complicated one that should correspond to $!A \Rightarrow_{p}!B$. Some intuition on why this encoding works is given in this draft ${ }^{10}$. For both translations (once we take $\rightarrow{ }_{\mu}$-normal forms) we get that both reductions send $\triangleright$ to $\triangleright^{+}$, and preserve both substitutions and stacks, and hence solvability. Proving directly that they preserve unsolvability is hard because not all disubstitutions in the target are in the image of the translation. Fortunately, we have operational characterizations, so it suffices to show that $\cdots \rightarrow$ is sent to $\cdots \rightarrow^{+}$through the translation.

- Proposition 25. Both translations preserve solvability and unsolvability.


### 3.1.3 Normal forms and clashes

Looking at $\triangleright$-normal commands, and using the decomposition $\Phi_{巳_{1} \sim \varepsilon_{2}} T_{\varepsilon_{1}}$, one gets the following:

- Lemma 26. In $\lambda_{p}^{\text {pure }}$, an $\triangleright$-normal command $C_{\sim \varepsilon}$ is of one of the following shapes: $V_{\varepsilon}$,


In an abstract-machine-like syntax this corresponds to $\left\langle V_{\varepsilon} \mid \square_{\varepsilon}\right\rangle,\left\langle x^{\varepsilon} \mid \mathbb{S}_{\varepsilon}\right\rangle,\left\langle\right.$ freeze $\left.{ }^{\mathrm{p}}\left(C_{\sim++}\right) \mid \mathbb{S}_{-} \square_{-} V_{+}\right\rangle$ and $\left\langle\lambda x^{+} . C_{\sim-}\right| \mathbb{S}_{+}$unfreeze $\left.{ }^{\mathrm{p}}\left(\square_{-}\right)\right\rangle$. The first two are expected since we consider $\underline{\underline{V_{\varepsilon}}}$ to be a

[^7]result, and $\mathbb{S}_{\varepsilon} x^{x^{2}}$ is an open term waiting for a substitution to continue evaluating. The last two are interaction between two constructors that were not meant to interact. We will call such terms clashes. We give a more general definition of clash:

- Definition 27. A command $C_{\sim \varepsilon}$ is said to be a clash when for all disubstitution $\varphi_{\varepsilon}, C_{\sim \varepsilon}\left[\varphi_{\varepsilon}\right]$ is $\triangleright$-normal.
- Lemma 28. In $\lambda_{p}^{\text {pure }}$, clashes are exactly commands of the shape $\mathbb{S}^{\text {freeze }\left(C_{\sim+}\right) V_{+}}$or $\mathbb{S}_{+}$unfreeze ${ }^{p}\left(\lambda x^{+} . C_{m-}\right)$.

While clashes are easily characterized, this is much harder for commands that will clash no matter how they are used, for example $\mathbb{R}_{1} \mathbb{Z}_{2} \overline{T_{\varepsilon}}$ where $\mathbb{K}_{1}=$ let ${ }^{\sim \varepsilon}{ }^{+}=$unfreeze ${ }^{\mathrm{p}}\left(x^{-}\right)$in $\square_{\varepsilon}$ and $\mathbb{K}_{2}=$ let $^{\sim \varepsilon}{ }^{+}=$unfreeze ${ }^{\mathrm{p}}\left(x^{-} V_{+}\right)$in $\square_{\varepsilon}$ (where the variable being named _ means that it is not used). The intuition is that if $x^{-}$is send to freeze ${ }^{\mathrm{p}}\left(U_{+}\right)$then $x^{-} V_{+}$will clash, and if $x^{-}$is send to $\lambda x^{+} . C_{\sim-}$ then unfreeze ${ }^{\mathrm{p}}\left(x^{-}\right)$will clash. Since both of those terms will be evaluated while evaluating $\mathbb{K}_{1} \mathbb{K}_{2}, T_{\varepsilon}$, $\mathbb{K}_{1} \mathbb{K}_{2}$ T $T_{\varepsilon}$ is bound to clash (or diverge). We will call such problematic commands implicit clashes. They will make the study of solvability in this calculus more complicated.

### 3.1.4 The bi-typed variant

With the intuition that freeze ${ }^{\mathrm{p}}\left(T_{+}\right)$is $\lambda() . T_{+}$, and unfreeze ${ }^{\mathrm{p}}\left(V_{-}\right)$is $V_{-}()$, we remove both $\lambda x^{+} . C_{\leadsto-}$ and freeze ${ }^{\mathrm{p}}\left(T_{+}\right)$, and instead add $\lambda\left\langle x^{+} . C_{\sim-}{ }^{1}\right|$ freeze $\left.^{\mathrm{p}} . C_{\sim+}{ }^{2}\right\rangle$ with the following reductions:


We call the resulting calculus $\lambda_{\mathrm{p}}^{\mathcal{P N}}$. The intuition for this calculus comes from two things. First, models of the untyped $\lambda$-calculus correspond to typed models with a unique type, which justifies the bi-typed intuition because there are now two types, one per polarity. Secondly, in dynamically typed programming languages, it is possible to have a pattern match that ranges over values of disjoint types (for example integers and booleans), though this is often expressed as a match on the type followed by a match on the value in the type. In this calculus, if we had pattern-matchable pairs $\left(V_{+} \otimes W_{+}\right)$, this would mean having a match match ${ }^{\sim \varepsilon_{2}} \mathbb{S}_{\varepsilon_{1}} T_{\varepsilon_{1}}$ with $\left[\operatorname{box}^{\mathrm{P}}\left(x^{-}\right) \cdot C_{\sim \varepsilon}{ }^{1} \mid\left(y^{+} \otimes z^{+}\right) . C_{\sim \varepsilon}{ }^{2}\right]$ instead of the match for $\operatorname{box}^{\mathrm{p}}\left(V_{-}\right)$and a separate match for pairs. Although it may not be completely clear in the $\lambda$-calculus-like syntax we gave, in thecorresponding abstract-machine-like syntax the idea of having a big pattern-match that ranges over all possible positive value constructors is dual to what we did by introducing $\lambda<x^{+} . C_{\sim-}{ }^{1} \mid$ freeze $\left.{ }^{\mathrm{p}} . C_{\sim++}{ }^{2}\right\rangle$. Having a big patterm-match means that positive stacks can handle any positive value they interact with, and having a "big $\lambda$ " means that negative values can handle any negative stack they interact with.
-Lemma 29. In $\underbrace{\lambda_{p}^{\mathcal{N}}}_{p}$, there are no clashes, and $\triangleright$-normal command are of one of the following shapes: $\overline{\underline{V_{\varepsilon}} \text { or }} \mathbb{S}_{\varepsilon}^{x^{2}}$.

### 3.2 Solvability

- Example 30. Any variable $x^{\varepsilon}$ is solvable. The empty stacks $\square_{\varepsilon}$ are solvable.
- Lemma 31. All clashes are unsolvable.

$$
\begin{aligned}
& \mathbb{S}_{+} \cdot \cdots \mathbb{S}_{+}^{\prime} \\
& \mathbb{S}_{+} \text {unfreeze }{ }^{\mathrm{p}}\left(\square_{-}\right) \cdots \rightarrow \mathbb{S}_{+}^{\prime} \text { unfreeze }{ }^{\mathrm{p}}\left(\square_{-}\right) \\
& \frac{C_{\sim \varepsilon_{2}} \cdot \cdots \rightarrow C_{\sim \varepsilon_{2}}{ }^{\prime}}{\operatorname{let}^{\sim \varepsilon_{2}} x^{\varepsilon_{1}}=\square_{\varepsilon_{1}} \text { in } C_{\sim \varepsilon_{2}} \cdot \cdot \rightarrow \operatorname{let}^{\leadsto \varepsilon_{2}} x^{\varepsilon_{1}}=\square_{\varepsilon_{1}} \text { in } C_{\sim \varepsilon_{2}}{ }^{\prime}} \tilde{\mu} \\
& \frac{C_{\sim \varepsilon} \cdot \rightarrow C_{\sim \varepsilon}^{\prime}}{\text { match }^{\sim \varepsilon} \square_{+} \text {with }\left[\operatorname{box}^{\mathrm{P}}\left(x^{-}\right) \cdot C_{\sim \varepsilon}\right] \cdot \cdot \rightarrow \text { match }^{\sim \varepsilon} \square_{+} \text {with }\left[\operatorname{box}^{\mathrm{p}}\left(x^{-}\right) \cdot C_{\sim \varepsilon}^{\prime}\right]}
\end{aligned}
$$

## Figure 6

For positive terms, solvability can be replaced by a simpler notion, potential valuability, introduced by Paolini and Rocca in [22]:

- Definition 32. A command $C_{\sim \varepsilon}$ is potentially valuable is there exists a substitution $\sigma$ such that $C_{\sim \varepsilon}[\sigma] \triangleright^{*} \underline{\underline{V_{\varepsilon}}}$. A term $T_{\varepsilon}$ is potentially valuable if $\underline{\underline{T_{\varepsilon}}}$ is.
- Lemma 33. Solvable commands are potentially valuable.
- Lemma 34. Any potentially valuable positive term $T_{+}$is solvable.

In $\lambda_{\mathrm{p}}^{\text {pure }}$, operationally characterizing solvability may be possible but would most likely involve proving some kind of separation theorem. Indeed, if we take $\mathbb{R}^{1}=$ let ${ }^{\sim \varepsilon}-_{-}^{+}=$unfreeze $^{\mathrm{p}}\left(x^{-} V_{+}^{1}\right)$ in $\square$ and $\mathbb{R}^{2}=\underline{\text { let }}{ }^{\wedge \varepsilon}{ }^{+}=$unfreeze ${ }^{\mathrm{p}}\left(x^{-} V_{+}^{2} W_{+}\right)$in $\square$ then $C_{\sim \varepsilon}=\mathbb{R}^{1}{ }^{1} \mathbb{R}^{2} y^{2}$ can be $\rightarrow$-normal, while it being solvable depends on the relationship between $V_{+}^{1}$ and $V_{+}^{2}$. If they are equal, $C_{\sim \varepsilon}$ is unsolvable because whatever function we substitute $x^{-}$by will need to return both a frozen computation and a function when given the same input. However, if we take $V_{+}^{1}=$ box $^{\mathrm{p}}\left(\right.$ freeze $^{\mathrm{p}}\left(\underline{\underline{V_{+}^{3}}}\right)$ ) and $V_{+}^{2}=$ box $^{\mathrm{p}}\left(\lambda_{-}^{+}\right.$. freeze $\left.{ }^{\mathrm{p}}\left(\underline{\underline{V_{+}^{4}}}\right)\right)$, then $\varphi=\left(x^{-} \mapsto \lambda z^{+}\right.$. unbox $\left.{ }^{\mathrm{Z}}\left(\underline{z^{+}}\right), \square_{\varepsilon}\right)$ solves it. If $V_{+}^{1}$ and $V_{+}^{2}$ are separable (i.e. there are disubstitutions that send them to distinct variables), then $C_{\sim \varepsilon}$ is also solvable. We do not operationally characterize solvability in $\underline{\lambda}_{\mathrm{p}}^{\text {pure }}$ in this article.

### 3.3 Operational characterization of solvability in $\lambda^{\lambda_{p}^{\mathcal{N}}}$

### 3.3.1 The ahead reduction

The ahead reduction is given inFigure 6. Note that all commands are either of the shape $\mathbb{S}_{+} T_{+}$or $\mathbb{C}_{+}^{V_{+}}$. Using this, we define "having the control" as follows:

- Definition 35. In a command $\mathbb{S}_{+} T_{+}$, we say that $\mathbb{S}_{+}$has the control if $T_{+}$is a value, and
 stack, and that $V_{-}$has it otherwise.

The intuition of is that all operational reductions are of the shape $\Phi_{\varepsilon} T_{\varepsilon} \triangleright C[\varphi]$, where $C$ is a subcommand of either $T_{\varepsilon}$ or $\mathbb{E}_{\varepsilon}$. In fact, any operational reduction after a disubstitution $\psi$ has a similar property: $\mathbb{D}_{\varepsilon} T_{\varepsilon}[\psi] \triangleright C[\varphi]$ where $C$ is a subcommand of either $T_{\varepsilon}$ or $\mathbb{D}_{\varepsilon}$. The side of the command (which we call side because we are thinking of $\left\langle T_{\varepsilon} \mid \Phi_{\varepsilon}\right\rangle$ ) that has the control is the one that contains this subcommand $C$ and we can know which one it is before knowing $\psi$ ! The intuition of where to reduce is then the following:
"The ahead reduction can always reduce the side that has the control, and can reduce the other side only if it can not be discarded."
Any reduction that follows this has a good chance of operationally characterizing solvability (in the absence of clashes, which need to be handled separately). Note that all $V_{+}$are $\cdot \mapsto_{\text {Bad }^{-}}$ normal, and this choice was made because positive values can be discarded. Also note that in a command let ${ }^{\sim \varepsilon} x^{-}=T_{-}$in $C_{\sim \varepsilon}$, you can not reduce the $T_{-}$, again because it could be discarded. In a classical version on this calculus, one would be able to build terms magic ( $C$ ) that discard stacks and then compute some other command $C$, i.e. $\$$ magic $(C) \triangleright C$, and negative stacks that do not have the control therefore would be $\cdot \cdot \rightarrow{ }_{\text {Bad }}$-normal ${ }^{11}$. Here, we are in an intuitionistic calculus, so stacks are never discarded, and we can therefore allow reducing them even when they do not have the control. In fact, not only can they not be discarded, but when moved by defer, they will be moved to somewhere where $\cdot \cdot \mapsto_{\mathrm{Bad}}$ can reach them:

- Lemma 36. If $\mathbb{S}_{\varepsilon} \cdots \mathbb{S}_{\varepsilon}^{\prime}$ then $\operatorname{defer}\left(\mathbb{S}_{\varepsilon}, C_{\sim \varepsilon}\right) \cdots \rightarrow \operatorname{defer}\left(\mathbb{S}_{\varepsilon}, C_{\sim \varepsilon}\right)$.

Our syntax does not distinguish between a command $C_{m \varepsilon}$ and the same command seen as a term as_term $\left(C_{\sim \varepsilon}\right)$, but we made that coercion explicit in the rules. The intuition of why we reduce both commands in parallel in $\lambda<x^{+} . C_{\sim-}^{1} \mid$ freeze ${ }^{\mathrm{p}} . C_{\sim-}^{2}>$ is that we want to preserver (Disubst) and (UTB). In $\lambda<x^{+} . C_{\leadsto--}{ }^{1} \mid$ freeze $\left.{ }^{\mathrm{p}} . C_{\leadsto--}{ }^{2}\right\rangle$, if $\cdot . \rightarrow$ only reduced one side, by disubstitutivity, we could defer a stack that interacts with the other side, so that a $\triangleright$ step could erase the $\cdots \rightarrow$ reduction step, and this would break (UTB). We now prove that $\cdot \rightarrow$ operationally characterizes solvability. The proof of (NFSol) just needs $|\cdot|_{\text {con }}$ to be extended to count applications, unfreeze and matches, and $\mid \cdot \|_{\text {des }}$ to count both $\lambda$-abstractions, freeze and box. The idea is that $|\cdot|_{\text {con }}$ counts value constructors, while $|\cdot|_{\text {des }}$ counts stack contructors. Note that if your disubstitution is a stack, after reduction, there will be one less value constructor. If the disubstitutions is a substitution however, it will add an arbitrary number of value constructors, while removing only one stack constructor. This is why we use $\left(|\cdot|_{\text {des }},|\cdot|_{\text {con }}\right)$ and not $\left(|\cdot|_{\text {con }},|\cdot|_{\text {des }}\right)$.

The proof of (UTB) uses a somewhat unexpected property: $\triangleleft-\ldots \rightarrow$ is a bisimulation ${ }^{12}$ for $\cdots \mapsto$, i.e. if $C^{l} \triangleleft-\cdots \cdot \mapsto \cdots C^{r r}$ then $C^{l} \triangleleft-\cdot \triangleleft-\cdots \rightarrow C^{r r}$. This property arises naturally when trying to prove that the synchronized product ${ }^{13}$ of two abstract rewriting systems that have the (DP) has (UTB).

[^8]- Theorem 37. In $\lambda_{p}^{\mathcal{P N}}, \cdots$ operationally characterizes solvability.


## Conclusion

While based on calculi geared towards typing and classical logic, the calculus $\mathrm{L}_{\mathrm{p}}^{\mathcal{P N}}$ has shown to be useful to study solvability, and given how regular $\eta$-conversion rules look in it, we believe that it will prove very useful for the study of observational equivalence too. The alternative $\lambda$-calculus-like syntax $\lambda_{\mathrm{p}}^{\mathcal{P N}}$, however has proven hard to work with (for us), because the underlinements and defer, while necessary to faithfully represent $L_{p}^{\mathcal{P N}}$, are very easy to forget or misplace. We hope that it nevertheless served its purpose: making $L_{p}^{\mathcal{P N}}$ more accessible.

The ideas that we would like the reader to take home from this article are: the notion of "having the control"; the use of disubstitutions; the idea of making the calculus dynamically typed / bi-typed calculi to remove clashes; and the idea of splitting the proof of the operational characterization on solvability into two very distinct parts.
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(a) Syntax

Terms / values:

$$
T_{N}, U_{N}, V_{N}, W_{N} \quad::=x^{N}\left|\lambda x^{N} \cdot T_{N}\right| T_{N} U_{N}
$$

(b) Top-level reduction $>$

$$
\left(\lambda x^{\mathrm{n}} \cdot T_{N}\right) U_{N} \quad>T_{N}\left[U_{N} / x^{N}\right]
$$

(c) Contexts

Stacks / operational contexts:

$$
\mathbb{S}_{N}::=\square V_{N}^{1} \ldots V_{N}^{k}
$$

Head contexts:

$$
\text { 配 }_{N}::=\left(\lambda x_{1}{ }^{N} \ldots \lambda x_{k}{ }^{N} \text {. } \square\right) V_{N}^{1} \ldots V_{N}^{l}
$$

Ahead contexts:

$$
\mathbb{A}_{N}::=\square\left|\mathbb{A}_{N} V_{N}\right| \lambda x^{N} . \mathbb{A}_{N}
$$

(Strong) contexts:

$$
\mathbb{K}_{N}::=\square\left|\lambda x^{N} . \mathbb{K}_{N}\right| \mathbb{T}_{N} U_{N} \mid T_{N} \mathbb{U}_{N}
$$

(d) Reductions

Operational / weak head reduction $\triangleright$ :

$$
\frac{T_{N}>T_{N}^{\prime}}{\mathbb{S}_{N} \mid T_{N} \triangleright \mathbb{S}_{N} T T_{N}^{\prime}}
$$

Head reduction $\cdot \rightarrow \triangleright_{\text {hd }}$ :

Ahead reduction $\cdot \rightarrow$ :

$$
\frac{T_{N}>T_{N}^{\prime}}{\mathfrak{A}_{N} T_{N} \cdot \cdot \rightarrow \mathfrak{A}_{N} T_{N}^{\prime}}
$$

Strong reduction $\rightarrow$ :

$$
\frac{T_{N}>T_{N}^{\prime}}{\mathbb{K}_{N} T_{N} \rightarrow \mathbb{K}_{N} T_{N}^{\prime}}
$$

Figure 7 The pure call-by-name $\lambda$-calculus $\lambda_{\mathrm{n}}^{\text {pure }}$


Figure 8 Equivalence of solvability definitions (from [AccPao12]) - Proposition 5


Figure 9 Equivalence of solvability definitions - Proposition 8

## A. 1 Proving that $\cdot \rightarrow$ operationally characterizes $\cdot \rightarrow$-solvability



Figure 10 Operational characterization of self-solvability - Proposition 6

Proof of Proposition 6. Intermediate lemmas are described in Figure 10.

政 $T \rightarrow{ }^{-} \rightarrow$ *

- SubstSN: The contrapositive is a corollary of (Subst).
 therefore conclude that $T$
- OpCharSelf : (WNSol) and (SolSN) give two of the implications, and the third one (i.e. strongly-normalizing implies weakly-normalizing) is easy: Perform arbitrary $\cdot \rightarrow$ reduction steps until a normal form is reached (and one is eventually reached because the term is strongly normalizing).


## A. 2 Proving uniqueness of termination behaviour

A sequence of properties that imply (UTB) are given in Figure 11. For the call-by-name $\lambda$-calculus, $\cdots \rightarrow{ }_{\text {hd }}$ is deterministic, which immediately implies (UTB). As we progress towards more complex calculi, some of those properties will no longer hold, and we will therefore have to prove a lower one directly, which is harder. (Det), (DP) and (UTB) are well-known


Figure 11 Properties implying uniqueness of termination behavior
properties. (SDP) is what one gets on the synchronized product ${ }^{14}$ of two abstract rewriting systems that have (DP). (Bisim) arises naturally when trying to prove that (SDP) implies (UMRL), and our intuition of $\sim$ is that it respects a very strong notion of observational equivalence that has the number of reduction steps as an invariant. (UMRL) states that all maximal reduction (whether finite or infinite) have the same length.

## B Solvability in focused calculi

Proof of lemma 19. By induction on the derivation of $C \cdots C^{\prime}$. The base case $C \triangleright C^{\prime}$ is lemma 11.

Proof of lemma 20. By induction on the derivation of the reductions. The only non-trivial cases are defer $\left(\mathbb{S}_{\mathrm{n}}, C_{\leadsto \mathrm{n}}\right) \triangleleft \mathbb{S}_{\mathrm{n}} \underline{\underline{C_{\sim \mathrm{n}}}} \cdot \cdots \rightarrow \mathbb{S}_{\mathrm{n}} C_{\leadsto \mathrm{n}}^{\prime}$ and defer $\left(\mathbb{S}_{\mathrm{n}}, C_{\sim \mathrm{n}}\left[V_{n} / x^{\mathrm{n}}\right]\right) \triangleleft \mathbb{S}_{\mathrm{n}}{ }^{\left(\lambda x^{\mathrm{n}} \cdot C_{\sim \mathrm{n}}\right) V_{n}} \cdot \cdot \rightarrow$ $\mathbb{S}_{\mathrm{n}}\left(\lambda x^{\mathrm{n}} \cdot C_{\sim \mathrm{n}}{ }^{\prime}\right) V_{n}$, both of which are handled via lemma 19.

## C Pure polarized solvability

Proof of lemma 24. This lemma is easily proven by proving the same thing for $\mathbb{S}_{\varepsilon_{1} \sim \varepsilon_{2}} T_{\varepsilon_{1}}$ and $D_{\sim \varepsilon_{2}}$ (by case analysis on the polarities and induction), and then noting that it works for the only remaining case. The only induction hypothesis that needs to be strengthened is to prove that $\mathbb{S}_{-\cdots-} T_{-}$is always a $D_{\leadsto-}$, which needs to be stenghened to $\mathbb{S}_{-\cdots-} D_{\sim-}$ is always a $D_{\sim-}$.

Proof of lemma 26. We start by using the decomposition of $C_{\sim \varepsilon_{1}}$ as $\mathbb{D}_{\varepsilon_{1} \sim \varepsilon_{2}} T_{\varepsilon_{1}}$.
We now show that any $\triangleright$-normal command is of the shape $\mathbb{S}_{\varepsilon_{1} \sim \varepsilon_{2}} V_{\varepsilon_{1}}$ by contradiction and case analysis on $\varepsilon_{1}$. If $\varepsilon_{1}=-$, then the term $T_{-}$is necessarily a value $V_{-}$, and the only way for the evaluation context $\mathbb{C}^{\mathbb{C}_{\sim \varepsilon_{2}}}$ to not be a stack $\mathbb{S}_{-\sim \varepsilon_{2}}$ is to be of the shape $\mathbb{P}_{\sim \sim \varepsilon_{2}}=$ let $^{\sim \varepsilon_{2}} x^{-}=\square_{-}$in $C_{\sim \varepsilon_{2}}$, so that $\mathbb{D}_{-\sim \varepsilon_{2}} T_{-}=$let $^{\sim \varepsilon_{2}} x^{-}=V_{-}$in $C_{\sim \varepsilon_{2}} \triangleright_{\tilde{\mu}} C_{\sim \varepsilon_{1}}\left[V_{-} / x^{-}\right]$and we can conclude that $C_{\sim \varepsilon_{1}}$ is not $\triangleright$-normal. Dually, if $\varepsilon_{1}=+$, then the evaluation context $\mathbb{\Phi}_{+\sim \varepsilon_{2}}$ is necessarily a stack $\mathbb{S}_{+\sim \varepsilon_{2}}$, and the only way for the term $T_{+}$to not be a value $V_{+}$is to be of the shape $T_{+}=C_{\sim+}$, so that $\mathbb{E}_{+\sim \varepsilon_{2}} T_{+}=\mathbb{S}_{+\sim \varepsilon_{2}} C_{\sim+} \triangleright_{\mu}$ defer $\left(\mathbb{S}_{\varepsilon}, C_{\sim \varepsilon}\right)$ and we can conclude that $C_{\sim \varepsilon_{1}}$ is not $\triangleright$-normal.

We now show that amond commands of the shape $\mathbb{S}_{\varepsilon_{1} \sim \varepsilon_{2}}$, $V_{\varepsilon_{1}}$, the only $\triangleright$-normal ones are of the shape $\mathbb{S}_{-}$freeze ${ }^{\mathrm{p}}\left(C_{\sim_{+}}\right) V_{+}$or $\mathbb{S}_{+}$unfreeze ${ }^{\mathrm{p}}\left(\lambda x^{+} . C_{n_{-}^{-}}\right)$. This is done by case analysis on the polarity $\varepsilon_{1}$ and then the syntax of $\mathbb{S}_{\varepsilon_{1} \sim \varepsilon_{2}}$ and $V_{\varepsilon_{1}}$.

Proof. lemma 28It is immediate that commands of this shape are clashes. To show that all clashes are of this shape, notice that by taking $\varphi_{\varepsilon}$ to be the identity, we get $C_{\sim \varepsilon} \ngtr$ so that $C_{\sim \varepsilon}$ is of one of the four shapes given in the previous lemma. It is easy to find a disubstitution $\varphi_{\varepsilon}$ such that $C_{\sim \varepsilon}\left[\varphi_{\varepsilon}\right] \triangleright$ if $C_{\sim \varepsilon}$ is of the shape $\left\langle V_{\varepsilon} \mid \square_{\varepsilon}\right\rangle,\left\langle x^{\varepsilon} \mid \mathbb{S}_{\varepsilon}\right\rangle$ which allows to conclude.

Proof of lemma 33. We have $C_{\sim \varepsilon}\left[\varphi_{\varepsilon}\right] \triangleright^{*} \underset{\underline{x}}{ }$ with $\varphi_{\varepsilon}=\left(\sigma, \mathbb{S}_{\varepsilon}\right)$. Since $C_{\sim \varepsilon}\left[\varphi_{\varepsilon}\right]$ is weakly $\triangleright$-normalizing, and hence strongly $\triangleright$-normalizing by lemma 13 , so is $C_{\sim \varepsilon}[\sigma]$ by lemma 11 . We therefore have $C_{\sim \varepsilon}^{\prime}$ such that $C_{\sim \varepsilon}[\sigma] \triangleright^{*} C_{\sim \varepsilon}^{\prime} \notin$. If $C_{\sim \varepsilon}^{\prime}=\underline{\underline{x}}$, we are done. Otherwise, we

[^9]necessarily have $\mathbb{S}_{\varepsilon} C_{\sim \in}^{\prime} \triangleright$. This implies that $C_{\sim \varepsilon}^{\prime}$ can be neither a clash, nor of the shape $\mathbb{S}_{\varepsilon} \underline{\underline{x}} .^{\underline{x} .}$. By the characterization of D -normal forms it is therefore of the shape $C_{\sim \varepsilon}^{\prime}=\underline{\underline{V_{\varepsilon}}}$, and $\overline{C_{\sim \varepsilon}}$ is therefore potentially valuable.

Proof of lemma 34. We have $\underline{T}_{+}[\sigma] \triangleright^{*} \underline{\underline{V_{+}}}$. Take $\varphi_{+}=\sigma$, let ${ }^{* \varepsilon} x^{+}=\square$ in $\underline{y}^{\varepsilon}$ where $x^{+} \neq y^{\varepsilon}$. We have $\underline{\underline{T_{+}}}\left[\varphi_{+}\right]=\operatorname{let}^{\omega \epsilon} x^{+}=\underline{T_{+}[\sigma]}$ in $\underline{\underline{y^{\varepsilon}}} \triangleright^{*} \operatorname{let}^{\omega \epsilon} x^{+}=\underline{V_{+}}$in $\underline{\underline{y^{e}}} \nabla^{y^{\varepsilon}}$.

Regarding the proof above, the reader may wonder if let ${ }^{\omega \epsilon} x^{+}=\square$ in $y^{\varepsilon}$ should be considered to be a contexts that "effectively uses its hole", since it seems to extract no information from the term plugged in its hole. To answer this, notice that evaluating let ${ }^{* \varepsilon} x^{+}=\underline{T}_{+}$in $y^{\varepsilon}$, will also evaluate $T_{+}$. This means that let ${ }^{\omega \varepsilon} x^{+}=T_{+}$in $y^{\varepsilon}$ reduces to $y^{\varepsilon}$ if and only if the evaluation of $T_{+}$terminates, so that even though the information is discarded by returning $y^{e}$, the information " $\underline{T}_{+}$terminates" has been extracted from the term that was placed in the hole.

There is another, perhaps more convincing, way to look at this: considering that let ${ }^{\omega \varepsilon} x^{+}=\square$ in $C_{\sim \varepsilon}$ "effectively uses its hole" is expected to be admissible, i.e. disallowing such contexts in the definition of solvability should leave the set of solvable commands unchanged. The idea is that one can replace $\mathbb{S}_{+}^{1}=1$ et ${ }^{\omega \epsilon} x^{+}=\square_{+}$in $C_{\sim \varepsilon}$ by $\mathbb{S}_{+}^{2}=$ match ${ }^{\sim \varepsilon} \square_{+}$with $\left[\operatorname{box}^{\mathrm{p}}\left(y^{-}\right) \cdot C_{\sim \varepsilon}\left[\operatorname{box}^{\mathrm{p}}\left(y^{-}\right) / x^{+}\right]\right]$in the disubstitution $\varphi_{\varepsilon}$. We do not prove this here as it would involve proving that the $\eta$-conversion $\mathbb{S}_{+}=\eta$ match ${ }^{n \varepsilon} \square_{+}$with $\left[\operatorname{box}^{p}\left(y^{-}\right) . \mathbb{S}_{+}\right.$box $\left.\left(y^{-}\right)\right]$ respects observational equivalence in this pure calculus, which is non-trivial and left as further work. To give some intuition, we nevertheless adapt the proof that all potentially valuable term $T_{+}$are solvable so as to not use let ${ }^{ッ \epsilon} x^{+}=\square$ in $C_{\sim \varepsilon}$. If $V_{+}$is a variable $z^{+}$, then $\mathbb{S}_{+}=\square_{+}$solves it. If $V_{+}$is not a variable then it is of the shape $\operatorname{box}^{\mathrm{p}}\left(z^{-}\right)$, so that $\mathbb{S}_{+}=$match $^{\sim+} \square$ with $\left[\operatorname{box}^{\mathrm{p}}\left(x^{-}\right) \cdot y^{+}\right]$solves it. In other words, a potentially valuable term $T_{+}$ is solvable, not because its result $V_{+}$can be discarded by let ${ }^{* \varepsilon} x^{+}=\square$ in $y^{+}$, but because variables are solvable, and all other positive values have a constructor at their root, so that the corresponding match solves them.

Proof of lemma 31. Suppose by contradiction that a clash $C_{\sim \varepsilon}$ is solved by a disubstitution $\varphi_{\varepsilon}$, i.e. $C_{\sim}\left[\varphi_{\varepsilon}\right] \triangleright^{*} \underline{x^{\varepsilon}}$. Since $C_{\sim}\left[\varphi_{\varepsilon}\right] \nmid$, we would necessarily have $C_{\sim \varepsilon}\left[\varphi_{\varepsilon}\right]=\underline{x}^{\varepsilon}$. The only way for this equality to hold is that $C_{\sim \varepsilon}$ is of the shape $y^{\varepsilon}$, which is absurd because $y^{\varepsilon}$ is not a clash.

Proof of lemma 36. By induction on $C_{\sim}$.

- Lemma 39. (NFSol) If $C$ is $\cdots \mapsto_{\text {Unsol-normal then } C}$ is solvable.

Proof of lemma 39. If $C$ were unsolvable, we would have $C \in \operatorname{Unsol}$ and hence $C \cdots \mapsto_{\text {Unsol }}$ $C$.

- Lemma 40. (Disubst) The ahead reduction $\cdots \mapsto_{\text {Bad }}$ is disubstitutive: If $C \cdots \mapsto_{\text {Bad }} C^{\prime \prime}$ then $C[\varphi] \cdots \rightarrow{ }_{\text {Bad }} C^{\prime}[\varphi]$.

Proof of lemma 40. By induction on $C$. The base cases, which correspond to the two first rules defining $\cdots \rightarrow_{\text {Bad }}$, use the disubstitutivity of $\triangleright$ and the fact that Bad is closed under disubstitutions.

- Lemma 41. (DP) The ahead reduction $\cdots \rightarrow \mapsto_{\text {Bad }}$ has the diamond property: If $C^{n} \triangleleft-\cdots$ Bad $C \cdots \mapsto_{\text {Bad }} C^{r}$ then either $C^{n}=C^{n}$ or $C^{l} \cdots \mapsto_{\text {Bad }} \triangleleft-\cdots$ Bad $C^{r}$.

Proof of lemma 41. By case analysis on the reduction $C^{l} \triangleleft C$ and $C \cdots \mapsto_{\mathrm{Bad}} C^{r}$, one gets that $C^{l} \triangleleft C \cdots \rightarrow{ }_{\mathrm{Bad}} C^{r}$ implies $C^{l} \cdots \mapsto_{\mathrm{Bad}} \triangleleft C^{r}$ :

- If $C^{l} \triangleleft C \cdots \mapsto_{\mathrm{Bad}} C$ with $C \in \operatorname{Bad}$ then $C^{l} \in \operatorname{Bad}$ so $C^{l} \cdot \mapsto \mapsto_{\operatorname{Bad}} C^{l} \triangleleft C^{r}$.
- If $C^{l} \triangleleft C \triangleright C^{r}$ then $C^{l}=C^{r}$ by determinism of $\triangleright$.
- All other cases are handled as follows: We look at what happens to the redex reduced by $C \cdots \rightarrow$ Bad $C^{r}$ through the $C^{l} \triangleleft C$ reduction. For most case, the redex will not be impacted by the reduction $C^{l} \triangleleft C$ and commutation is either trivial, or uses the fact that Bad is closed under disubstitutions if the $C \cdot{ }^{-} \mapsto_{\mathrm{Bad}} C^{r}$ relies on some subcommand being in Bad. The only interesting cases arise when the reduction $C \cdots \rightarrow$ Bad $C^{r}$ happens in a stack $\mathbb{S}$ such that get deferred in $C^{l}$, and those cases are handled by lemma 36 .


(where we assume that the two occurrences of $x^{-}$are the only ones because otherwise the command would not fit within the page):

$$
\begin{aligned}
& C_{\sim \varepsilon}[\varphi]=\text { let }^{\sim \varepsilon}-^{+}=\operatorname{unfreeze}^{\mathrm{p}}\left(\left(\underline{\lambda z^{+} \cdot \text { unbox }^{\mathrm{p}}\left(\underline{z^{+}}\right)}\right) V_{+}^{1}\right) \text { in let }^{\sim \varepsilon}-^{+}=\text {unfreeze }^{\mathrm{p}}\left(\left(\underline{\lambda z^{+} . \text {unbox }^{\mathrm{p}}\left(\underline{z^{+}}\right)}\right) V_{+}^{2} W_{+}\right) \text {in } \underline{\underline{y^{\varepsilon}}}
\end{aligned}
$$

$$
\begin{aligned}
& \triangleright \overline{\operatorname{let}^{\sim \varepsilon}-_{+}^{+}=\operatorname{unfreeze}^{\mathrm{p}}\left(\text { freeze }^{\mathrm{p}}\left(\underline{\underline{V_{+}^{3}}}\right)\right) \text { in let }^{\sim \varepsilon}-_{-}^{+}=\operatorname{unfreeze}^{\mathrm{p}}\left(\left(\underline{z^{+}} \text {.unbox }^{\mathrm{p}}\left(\underline{z}^{+}\right)\right) V_{+}^{2} W_{+}\right) \text {in } \underline{y}^{\varepsilon}}
\end{aligned}
$$

$$
\begin{aligned}
& \left.\left.\triangleright \overline{\text { let }^{\wedge \varepsilon}-^{+}=\text {unfreeze }^{\mathrm{p}}\left(\left(\underline{\lambda z^{+}} \text {. } \text { unbox }^{\mathrm{p}}\left(z^{+}\right)\right.\right.}\right) V_{+}^{2} W_{+}\right) \text {in } \underline{\underline{y}}_{\underline{\varepsilon}}
\end{aligned}
$$

$$
\begin{aligned}
& \triangleright \overline{\text { let }^{\sim \varepsilon}-^{+}=\text {unfreeze }}{ }^{\mathrm{p}}\left(\left(\lambda_{-}^{+} . \text {freeze }^{\mathrm{p}}\left(\underline{\left.\underline{V_{+}^{4}}\right)}\right) W_{+}\right) \text {in } \underline{\underline{y^{\varepsilon}}}\right. \\
& \triangleright \overline{\text { let }^{\wedge \varepsilon}-^{+}=\text {unfreeze }^{\mathrm{p}}\left(\text { freeze }^{\mathrm{p}}\left(\underline{\left.\underline{V_{+}^{4}}\right)}\right) \text { in } \underline{\underline{y}}^{\varepsilon}\right.} \\
& \triangleright \overline{\text { let }^{\sim \varepsilon}{ }^{+}}=V_{+}^{4} \text { in } y^{\varepsilon} \\
& \triangleright \quad \underline{\underline{y^{\varepsilon}}}
\end{aligned}
$$


[^0]:    ${ }^{1}$ https://xavier.montillet.ac/drafts/PPDP-2020-submission/

[^1]:    2 Because the name uniform normalization can easily be misunderstood as implying normalization, which it does not.

[^2]:    ${ }^{3}$ Because it has to deal with clashes and reduce several redexes at once in some calculi, as we will see later.

[^3]:    4 The terms by which we allow to substitute variables are called values, but in call-by-name all terms are values.

[^4]:    5 But is not exactly the same since it moves the whole stack at once instead of moving arguments one by one, and it can move through several let expressions at once, while commutative cuts typically swap two constructors locally.
    6 https://xavier.montillet.ac/drafts/PPDP-2020-submission/

[^5]:    7 To keep an exact correspondence with the abstract-machine-like calculus, where such a decomposition would induce an arbitrary choice between $\langle\mu \alpha .\langle v \mid \tilde{\mu} x . c\rangle \mid s\rangle$ and $\langle v \mid \tilde{\mu} x .\langle\mu \alpha . c \mid s\rangle\rangle$.

[^6]:    8 The reason for this is that instead of having to remember a type，which is an unbounded quantity of information，one only has to remember a polarity，which is a bounded quantity of information．
    9 https：／／xavier．montillet．ac／drafts／PPDP－2020－submission／

[^7]:    ${ }^{10}$ https://xavier.montillet.ac/drafts/PPDP-2020-submission/

[^8]:    ${ }^{11}$ Which is expected because $\mathbb{S}^{x^{-}}$would be solved by $x^{-} \mapsto$ magic $\left(y^{\varepsilon}\right)$
    ${ }^{12}$ Usually, the definition of bisimulation has two parts, but since $\triangleleft-\cdots \rightarrow$ is symmetric, we do not need the second one.
    ${ }^{13}$ The synchronized product of $\left(\mathcal{A}_{1}, \rightsquigarrow_{1}\right)$ and $\left(\mathcal{A}_{2}, \rightsquigarrow_{2}\right)$ is $\left(\mathcal{A}_{1} \times \mathcal{A}_{2}, \rightsquigarrow_{3}\right)$ where $\left(a_{1}, a_{2}\right) \rightsquigarrow_{3}\left(a_{1}^{\prime}, a_{2}^{\prime}\right)$ is defined as $a_{1} \rightsquigarrow_{1} a_{1}^{\prime}$ and $a_{2} \rightsquigarrow_{2} a_{2}^{\prime}$.

[^9]:    ${ }^{14}$ The synchronized product of $\left(\mathcal{A}_{1}, \rightsquigarrow_{1}\right)$ and $\left(\mathcal{A}_{2}, \rightsquigarrow_{2}\right)$ is $\left(\mathcal{A}_{1} \times \mathcal{A}_{2}, \rightsquigarrow_{3}\right)$ where $\left(a_{1}, a_{2}\right) \rightsquigarrow_{3}\left(a_{1}^{\prime}, a_{2}^{\prime}\right)$ is defined as $a_{1} \rightsquigarrow_{1} a_{1}^{\prime}$ and $a_{2} \rightsquigarrow_{2} a_{2}^{\prime}$.

